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Abstract

This paper attempts to investigate the search ability for solutions of a polyomino

packing puzzle using genetic algorithm (GA). The puzzle pieces are formed by joining

several squares along the edges. Polyomino packing puzzles are NP-complete. Tt is

rather difficult for GA to solve this type of problems in terms of the building block

hypothesis because the partial solutions interfere with each other.

In this paper, genetic coding methods are proposed, that makes the search space

narrower. Therefore it is expected to improve search performance. Also the effects of

niching operators such as sharing and clearing are investigated. A 9-piece puzzle of

which the board has 6 rows and 6 columns is taken as a sample problem.

The computer experiments were executed by above methods. The results indicate

that the proposed approach efficiently find the solutions. In addition, it is shown that

the niching methods operate sufficiently upon the exploration.

1 Introduction

The polyomino packing puzzle game is a two-
dimensional combinatorial puzzle. The puzzle
pieces are formed by joining several squares along
the edges. The game has been played since the
mid-18th century V. This kind of puzzle is NP-
complete 2. A puzzle consisting of many pieces
has a huge number of combination to arrange
them. In such a case it is a quite complicated
problem.

This paper tries to find the solution for a poly-
omino packing puzzle using genetic algorithm
(GA). It is rather difficult for GA to solve this
type of problems in terms of the building block
hypothesis 3 because the partial solutions inter-
fere with each other. That is to say, it is easy to
trap into local optima. It costs much to get an
optimal solution.

This study evaluates proposed genetic coding
methods that may be eflicient for solving this
type of puzzles. Furthermore, niching methods

are applied in order to maintain multiple solu-
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tions, and to avoid convergence to local optima.

This paper is structured as follows. Section 2
overviews GA and scaling methods, while Section
3 describes niching methods. Section 4 presents
a sample problem. Section 5 shows proposed ge-
netic coding methods. Section 6 discusses exper-

imental results. Finally Section 7 concludes the

paper.

2 Genetic algorithm

Genetic algorithm is one of the population-
based optimization techniques. It has been ap-
plied to a number of optimization problems in

various fields.
2.1 Simple genetic algorithm
The simple genetic algorithm (SGA) consists

of following steps.

1. Randomly create initial individuals in pop-

ulation.
2. Evaluate the fitness value of cach individual.

3. Select individuals for next generation ac-

cording to their fitness values.



4. Randomly form pairs of individuals then
apply crossover operation with certain
crossover rate, to generate offspring individ-

uals.

5. Mutate the offspring individuals with certain

mutation rate.

6. Go to step 2 until the solution has converged.

2.2 [Elite selection

Several individuals with the best fitness of each
generation are carried over to the next generation
without any operation. This strategy is consid-
ered to accelerate the convergence of solutions.
2.3 Scaling functions

Scaling functions convert fitness values to make
the range suitable for selection. Linear scaling
methods are one of the most common scaling
functions. This function scales fitness values us-

ing the following equations.

fo=af+b (1)
B (c—1) fave
B fmax - favg (2)
. favg(fmax - cfavg)
b B fmax - favg (3)

where fmax and fue are the maximum and aver-

age values of the fitness function, respectively.

3 Niching methods

Many niching methods have been proposed to
maintain diversity of solutions. This section de-
scribes sharing and clearing methods used in this
study.
3.1 Sharing
Sharing methods convert fitness values accord-

ing to the equation below %.

(4)

where f; is fitness value. m; is given by

N
j=1
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(a) Pieces

(b) Board
Fig. 1 Polyomino packing puzzle

N is the population size and d;; is the distance
between individual ¢ and j. sh(d;;) is defined by
dii \“
sh(dij) = o

0 otherwise

where ¢ and o are constants.

In sharing methods, f/ is used instead of f; for
selection. That converts the fitness value of indi-
vidual ¢ much smaller if there exist many other
individuals in the vicinity.

3.2 Clearing

In clearing methods ®), the individuals that ex-
ist within distance ¢ of individual ¢ are consid-
ered to belong to the same group. The fitness val-
ues of the individuals belonging to the group are
set to zero except the top k individuals. There-
fore the maintenance of multiple solutions is ex-

pected.

4 Problem setting

This paper takes up a polyomino packing puz-
zle shown in Fig. 1. It is a 9-piece puzzle of which
the board has 6 rows and 6 columns. Each piece
can be rotated every 90 degrees, whereas turning

over is not allowed.
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Fig. 2 Coordinate system for cells

5 Experimental setting
5.1 Genetic coding methods

The explorations are executed by two genetic

coding methods as described below.

Method 1

The positions of cells in the board are desig-
nated by coordinates (z,y), as shown in Fig.
2. In this case, three values, i.e., rotation
code, x and y coordinates, are stored in a
chromosome per piece. The coordinates in-
dicate the position of upper left part of the
piece. The methods require 27 genes in a

chromosome.

Method II

This paper proposes the genetic coding

methods as follows.

Every cell in the board is numbered as shown
in Fig. 3. We trace the cells in order of their
numbers. When we come up with a cell not
occupied by any pieces so far, we allocate to
the cell the upper left part of the piece whose
identifier is stored in the next gene. We re-
peat the above steps until all the pieces are
allocated. For example, if genes in a chro-
mosome describes the order of the pieces as
(5,3,4,9,6, 7,2, 1, 8) and their directions
as illustrated in Fig. 4(a), the placement of
each piece is shown in Fig. 4(b). The num-

ber of genes in a chromosome is 18.

The number of combinations is less than that
of method I. The search space is narrower.
Therefore faster conversion to the optimal

solutions is expected.
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Fig. 3 Numbered cells in the board
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(b) Placement of the picces

Fig. 4 Example of placement of pieces on a board

5.2 Definition of fitness function

The total number of cells in the board which
is not occupied by any pieces is defined as fitness
function. That means the puzzle is solved when
the fitness value reaches 36.
5.3 Parameter setting

The GA parameters are set as follows: popu-
lation size 100, crossover rate 0.5, mutation rate
0.04, number of elite individuals 3, and maximum
number of generations 10000.

The niching parameters are as follows: o = 30,
and a = 1 for sharing, x = 5 for clearing.

The scaling parameter is set to ¢ = 2 in equa-
tions (2) and (3).
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6 Results ered difficult to form building blocks for this type

The searches were conducted both by Method T
and II. In addition, sharing and clearing methods
were adopted. Each trial was carried out for 30
times.

Fig. 5(a) and (b) show the relationships be-
tween the number of the solved trials and the gen-
eration by Method I and II, respectively. Only
at most 10% of the trials reached a solution by
Method I. In this case, sharing methods did lead
Method 11,
Nich-

ing methods are proved to be extremely effective.

no trials to the optimal solution.

however, improved search performance.

Especially clearing method made all the trials
On the con-

trary, niching is not effective in case of Method L.

solved within 3200th generation.

Fig. 6 shows the process of a trial by Method 11,
which has reached the optimal solution fastest of
all the trials.

7 Conclusion
This paper has attempted to solve efficiently a

polyomino packing puzzle using GA. It is consid-
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of problem. Nevertheless the proposed genetic
coding methods, that narrows the search space,
improves the search performance. Also consider-
ing the results, it is possible that niching methods

are more effective if the search space is narrower.
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